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Agenda

Different Types of Tasks

Knowledge Representation

Recognition Tasks

Reasoning Tasks

A Division of Labor

Recognition Tasks

Modeling of a single neuron
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Artificial Intelligence…

 Context so far…

 Use algorithm to solve problem

 Database used to organize massive data

 Algorithms implemented using hardware

 Computers linked in a network

Educational Goals  for this Chapter:

 The computer as a tool for

 Solving more human-like tasks

 Build systems that “think” independently

 Can “intelligence” be encoded as an algorithm?
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Introduction

Artificial intelligence (AI)

 Explores techniques for incorporating aspects 
of “intelligence” into computer systems

 Turing Test (Alan Turing)

 A test for intelligent behavior of machines

 Allows a human to interrogate two entities, 
both hidden from the interrogator 

A human

A machine (a computer)
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If the interrogator is unable to 

determine which entity is the 

human and which the 

computer, then the computer 

has passed the test

The Turing Test



T.Uranchimeg, MUST

(M.EC701: Lecture 04) Page 6

Introduction (continued)

Artificial intelligence can be thought of as 
constructing computer models of human 
intelligence

Early attempt: Eliza (see notes, website)
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A Typical Conversation with Eliza
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Is Eliza really “intelligent”?

How Eliza does it…
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A Division of Labor

 Categories of “human-like” tasks

 Computational tasks

 Recognition tasks

 Reasoning tasks
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A Division of Labor (continued)

Computational tasks

 Tasks for which algorithmic solutions exist

 Computers are better (faster and more 

accurate) than humans

Recognition tasks

 Sensory/recognition/motor-skills tasks

 Humans are better than computers

Reasoning tasks

 Require a large amount of knowledge

 Humans are far better than computers
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Figure 14.2: Human and Computer Capabilities



T.Uranchimeg, MUST

(M.EC701: Lecture 04) Page 13

Artificial Intelligence

Contents:

 Different Types of Tasks

 Knowledge Representation

Recognition Tasks

 Modeling of Human Brain

 Artificial Neural Networks

 Reasoning Tasks
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Recognition Tasks: Human

Neuron – a cell in human brain; capable of:

 Receiving stimuli from other neurons through 

its dendrites

 Sending stimuli to other neurons thru’ its axon

A Neuron
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Human Neurons: How they work

Each neuron

 Sums up activating and inhibiting stimuli 
it received – call the sum V

 If the sum V equals or exceeds its 
“threshold” value, then neuron sends out 
its own signal (through its axon) [fires]

Each neuron can be thought out as an 
extremely simple computational device
with a single on/off output;
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Recognition Tasks (continued)

Human brain: a connectionist architecture

 A large number of simple “processors” 
with multiple interconnections

Von Neumann architecture

 A small number (maybe only one) of very 
powerful processors with a limited 
number of interconnections between 
them
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Recognition Tasks (continued)

Artificial neural networks (neural networks)

 Simulate individual neurons in hardware

 Connect them in a massively parallel network 

of simple devices that act somewhat like 

biological neurons

 The effect of a neural network may be 
simulated in software on a sequential-
processing computer
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Conclusion

Different Types of Tasks

Knowledge Representation

Recognition Tasks

Reasoning Tasks

A Division of Labor

Recognition Tasks

Modeling of a single neuron
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End of

Any questions? 


